Towards Comparing Learned Classifiers
Reviewed and Accepted at Doctoral Symposium of FM’24

Soaibuzzaman

Bauhaus-University Weimar, Germany

Abstract. Machine learning for classification has seen numerous ap-
plications to complex, real-world tasks. Learned classifiers have become
important artifacts of software systems that, like code, require careful
analyses, maintenance, and evolution. Existing work on the formal ver-
ification of learned classifiers has mainly focused on the properties of
individual classifiers, e.g., safety, fairness, or robustness, but not on an-
alyzing the commonalities and differences of multiple classifiers.

This PhD project envisions MLDIff, a novel approach to comparing
learned classifiers where one is an alternative or variant of another. MLD-
iff will leverage an encoding to SMT and can discover differences not
(yet) seen in available datasets. We outline the challenges of MLDiff and
present an early prototype.
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1 Introduction

Machine learning for classification has seen numerous applications to complex,
real-world tasks. Existing work on the formal verification of learned classifiers has
mainly focused on the verification of properties, e.g., safety [89], fairness [T7J14],
or robustness [4[1], of individual classifiers but not on the commonalities and dif-
ferences of multiple classifiers. Learned classifiers become important artifacts of
software systems that, like code, require careful analyses, maintenance, and evo-
lution. Typically, alternative or evolved classifiers are compared by individual
metrics on known datasets or variants of the above properties. While these are
meaningful and important, they do not provide comparisons in terms of dis-
agreements or common instances.

This PhD project envisions MLDiff, a novel approach to comparing learned
classifiers. Our comparison leverages an encoding to SMT [II] and can uncover
differences not (yet) seen in available datasets or show their absence. Typical use
cases include checking disagreements of classifiers or uncovering safety-critical
differences, e.g., computing instances that witness (mis-)classifications.

2 Motivating Example Comparison of two Classifiers

Consider the well-known dataset of Iris flowers [6] for classifying flowers by their
petal and sepal length and width (four features) into three species. A team of
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Fig. 1. A learned SVM (Linear Support Vector Classifier) [top], a learned decision tree
[left] (both for the Iris dataset), and an analysis result computed by MLDIiff predicted
as Virginica (medical use) by the DT and as Versicolor (poisonous) by the SVM.

engineers has trained the SVM and the Decision Tree (DT) classifiers shown in
Fig. [1][top] and [left] for evaluation. A traditional comparison reveals an accuracy
of 96% for both classifiers and an Fl-score of 96% for the DT and 93% for the
SVM, making the DT the preferred choice.

However, an MLDiff analysis shows that the DT sometimes classifies in-
stances as Virginica species (used for medical purposes) when the SVM classifies
them as the poisonous Versicolor [5]. This disagreement (shown in Fig. [1| [right])
and potentially serious misclassification alarms the engineers. They consult a
horticulturist for clarification before deploying either classifier. Note that no
such instance is contained in the dataset, i.e., even an exhaustive search through
the dataset would not have revealed the potentially dangerous disagreement.

3 MLDiIff for Classifier Comparison

We now introduce the conceptual framework MLDiff. The goal of MLDIff is to
provide deeper insight into differences of classifiers. We consider classifiers as
total functions that map instances to classes as stated in Def. [I] Def. [2] presents
the MLDIff classifier combination we use for our analyses.

Definition 1 (Classifier). A classifier over features X is a total function cl :
RIXI — C that maps each instance d € D = RIX| to a class ¢ € C.

Definition 2 (MLDIff Classifier Combination). Given classifier cl; : RIX1l —
C1 and classifier cly : RI*2l — Cy we construct the MLDiff classifier combination
cly @ cly : RX19Xel — €y x Oy such that

Vd € RIXYXzl ol @ ely(d) = cly (d]x,) % cla(d]x,)

where d|x, projects RIX19Xzl 9 RIXil with corresponding values for features X;.
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Cases where features X; = X, are very common when using classifiers on
similar datasets. Note that common features are shared between classifiers, while
classes and classifications are always kept separate. A straightforward implemen-
tation of classifier comparison in MLDIff is based on a translation of the classifiers
to SMT formulas (see examples for individual classifiers in [16]).

4 Challenges and Open Problems

Limitations of SMT-Encodings It is well known that SMT solvers suffer
from incompleteness, e.g., our prototype uses the Z3 SMT-solver [I1I] and cur-
rently does not support non-linear kernels for SVMs nor activation functions for
the hidden layers of the MLP other than ReLU and identity. Frameworks such
as Reluplex [8] and its successor Marabou [9] introduce specialized handling for
some of the required arithmetic. Similarly, naive SMT encodings are not ex-
pected to perform well, and analysis tools for neural networks [3J9I12] employ
approximation and parallelization techniques. Related approaches will have to
be devised and applied in MLDiff.

Use Cases adequate Queries We envision various and flexible use cases of
MLDiff for the comparison of learned ML models. Analyses may be customized
using queries, i.e., assertions over feature variables and predicted classes. Basic
queries about classifier disagreement may be encoded by the query cl; # clo
(used for Fig. . We consider extensions of property specification languages
such as MLCHECK [I4] and Vehicle [2] to multiple classifiers as necessary parts
of MLDiff to support the formulation of advanced analysis queries.

Relevant and Interesting Examples Naively, MLDiff could produce example
outputs with implausible results, e.g., negative petal lengths for iris flowers.
Property specification languages [I4)2], might allow users to formulate domain
knowledge, but likely effective methods are required to also learn constraints
from data [I3]. An additional challenge for MLDiff will be the efficient encoding
of these into the SMT solver.

SMT-based analyses are likely prone to adversarial examples. Many works
have addressed various notions of robustness of individual classifiers [4TIT42]
while MLDiff needs to extend these to multiple classifiers.

Example Exploration and Explanation Given domain-specific queries and
constraints, it is likely still desired to inspect multiple examples. Efficient and
effective methods will be needed for an exploration [7] of MLDIift’s solution space.

Some examples found by MLDiff might not be anticipated, and thus, ex-
planations of analysis results will be necessary. Adapting explainable Al [10] to
MLDiIff’s setting requires the development of new multi-model concepts.

5 Conclusion

We have proposed MLDIff, a novel approach to the comparison of learned classi-
fiers. We have motivated and illustrated the use of MLDiff on real-world datasets
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and examples. Our prototypical implementation supports Decision Tree, Support
Vector Machine, Logistic Regression, and Neural Networks classifiers as the basis
for the advanced features and to confirm most challenges from Sect. [4}

Data Availability

We have made the MLDiff framework and a prototypical implementation avail-
able on GitHub as [I5].
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